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Configuring virtual Ethernet on the Virtual I/O Server
You can configure virtual Ethernet devices by deploying a system plan, create and configure a Shared Ethernet Adapter, and configure a Link Aggregation device.

· Creating a virtual Ethernet adapter using HMC version 7
You can create a virtual Ethernet adapter on a Virtual I/O Server so that client logical partitions can access the external network without having to own a physical Ethernet adapter.

· Configuring a Shared Ethernet Adapter
Find instructions for configuring Shared Ethernet Adapters.

· Configuring a Link Aggregation or EtherChannel device
Configure a Link Aggregation device, also called an EtherChannel device, by using the mkvdev command. A Link Aggregation device can be used as the physical Ethernet adapter in the Shared Ethernet Adapter configuration.

Creating a virtual Ethernet adapter using HMC version 7

You can create a virtual Ethernet adapter on a Virtual I/O Server so that client logical partitions can access the external network without having to own a physical Ethernet adapter.

If you plan to use a Shared Ethernet Adapter with a Host Ethernet Adapter (or Integrated Virtual Ethernet), ensure that the Logical Host Ethernet Adapter (LHEA) on the Virtual I/O Server is set to promiscuous mode. For instructions, see Setting the LHEA to promiscuous mode.

To create a virtual Ethernet adapter on the Virtual I/O Server using the Hardware Management Console (HMC), version 7 or later, complete the following steps:

1. In the navigation area, expand Systems Management > Servers and select the server on which the Virtual I/O Server logical partition is located.

2. In the contents are, select the Virtual I/O Server logical partition.

3. Click Tasks and select Configuration > Manage Profiles. The Managed Profiles page is displayed.

4. Select the profile in which you want to create the Shared Ethernet Adapter and click Actions > Edit. The Logical Partition Profile Properties page is displayed.

5. Click the Virtual Adapters tab.

6. Click Actions > Create > Ethernet adapter.

7. Select IEEE 802.1Q-compatible adapter.

8. If you are using multiple VLANs, add any additional VLAN IDs for the client logical partitions that must communicate with the external network using this virtual adapter.

9. Select Access external network to use this adapter as a gateway between VLANs and an external network. This Ethernet adapter is configured as part of the Shared Ethernet Adapter.

10. If you are not using Shared Ethernet Adapter failover, you can use the default trunk priority. If you are using Shared Ethernet Adapter failover, then set the trunk priority for the primary share Ethernet adapter to a lower number than that of the backup Shared Ethernet Adapter.

11. When you are finished, click OK.

12. Assign or create one of the following real adapters:

· Assign a physical Ethernet adapter to the Virtual I/O Server.

· If you plan to aggregate more than one physical Ethernet adapter into a Link Aggregation or EtherChannel device, then assign multiple physical Ethernet adapters to the Virtual I/O Server.

· If you plan to use the Shared Ethernet Adapter with a Host Ethernet Adapter, then create an LHEA for the Virtual I/O Server logical partition.

13. Click OK to exit the Logical Partition Profile Properties page.

14. Click Close to exit the Managed Profiles page.

15. Repeat this procedure for additional Shared Ethernet Adapters that you require.

When you are finished, configure the Shared Ethernet Adapter using the Virtual I/O Server command-line interface or the Hardware Management Console graphical interface, version 7 release 3.4.2 or later.

Parent topic: Configuring virtual Ethernet on the Virtual I/O Server
Related information
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Configuring a Shared Ethernet Adapter
Find instructions for configuring Shared Ethernet Adapters.

Before you can configure a Shared Ethernet Adapter, you must first create the adapter using the Hardware Management Console (HMC). For instructions, see Creating a virtual Ethernet adapter using HMC version 7.

To configure a Shared Ethernet Adapter using the HMC, version 7 release 3.4.2 or later, see Creating a shared Ethernet adapter for a Virtual I/O Server logical partition using the Hardware Management Console .

To configure a Shared Ethernet Adapter using versions prior to the HMC, version 7 release 3.4.2, complete the following steps from the Virtual I/O Server command-line interface: 

1. Verify that the virtual Ethernet trunk adapter is available by running the following command: 

lsdev -virtual

2. Identify the appropriate physical Ethernet adapter that will be used to create the Shared Ethernet Adapter by running the following command: 

lsdev -type adapter

Notes: 

· Ensure that TCP/IP is not configured on the interface for the physical Ethernet adapter. If TCP/IP is configured, the mkvdev command in the next step fails.

· You can also use a Link Aggregation, or EtherChannel, device as the Shared Ethernet Adapter.

· If you plan to use the Host Ethernet Adapter or Integrated Virtual Ethernet with the Shared Ethernet Adapter, ensure that you use the Logical Host Ethernet Adapter to create the Shared Ethernet Adapter.

3. Configure the Shared Ethernet Adapter by running the following command: 

4. mkvdev -sea target_device -vadapter virtual_ethernet_adapters \

-default DefaultVirtualEthernetAdapter -defaultid SEADefaultPVID
Where: 

target_device
The physical adapter being used as part of the Shared Ethernet Adapter device.

virtual_ethernet_adapters
The virtual Ethernet adapter or adapters that will use the Shared Ethernet Adapter.

DefaultVirtualEthernetAdapter
The default virtual Ethernet adapter used to handle untagged packets. If you have only one virtual Ethernet adapter for this logical partition, use it as the default.

SEADefaultPVID
The PVID associated with your default virtual Ethernet adapter.

For example, to create Shared Ethernet Adapter ent3 with ent0 as the physical Ethernet adapter (or Link Aggregation) and ent2 as the only virtual Ethernet adapter (defined with a PVID of 1), type the following command: 

mkvdev -sea ent0 -vadapter ent2 -default ent2 -defaultid 1

5. Verify that the Shared Ethernet Adapter was created by running the following command: 

lsdev -virtual

6. Do you plan to access the Virtual I/O Server from the network with the physical device used to create the Shared Ethernet Adapter?

· Yes: Go to step 6.

· No: You are finished with this procedure and do not need to complete the remaining steps.

7. Do you plan to set bandwidth apportioning by defining a Quality of Service (QoS)?

· Yes: Go to step 11 to enable the Shared Ethernet Adapter device to prioritize traffic.

· No: Go to step 9 to configure a TCP/IP connection.

8. Do you plan to define IP addresses on any VLANs other than the VLAN specified by the PVID of the Shared Ethernet Adapter?

· Yes: Go to step 8 to create VLAN pseudo-devices.

· No: Go to step 9 to configure a TCP/IP connection.

9. To configure VLAN pseudo-devices, complete the following steps: 

. Create a VLAN pseudo-device on the Shared Ethernet Adapter by running the following command: 

mkvdev -vlan TargetAdapter -tagid TagID
Where: 

. TargetAdapter is the Shared Ethernet Adapter.

. TagID is the VLAN ID that you defined when creating the virtual Ethernet adapter associated with the Shared Ethernet Adapter.

For example, to create a VLAN pseudo-device using the Shared Ethernet Adapter ent3 that you just created with a VLAN ID of 1, type the following command: 

mkvdev -vlan ent3 -tagid 1

a. Verify that the VLAN pseudo-device was created by running the following command: 

lsdev -virtual

b. Repeat this step for any additional VLAN pseudo-devices that you need.

a. Run the following command to configure the first TCP/IP connection. The first connection must be on the same VLAN and logical subnet as the default gateway.

a. mktcpip -hostname Hostname -inetaddr Address -interface Interface -netmask \

SubnetMask -gateway Gateway -nsrvaddr NameServerAddress -nsrvdomain Domain
Where: 

· Hostname is the host name of the Virtual I/O Server
· Address is the IP address you want to use for the TCP/IP connection

· Interface is the interface associated with either the Shared Ethernet Adapter device or a VLAN pseudo-device. For example, if the Shared Ethernet Adapter device is ent3, the associated interface is en3.

· Subnetmask is the subnet mask address for your subnet.

· Gateway is the gateway address for your subnet.

· NameServerAddress is the address of your domain name server.

· Domain is the name of your domain.

If you do not have additional VLANs, then you are finished with this procedure and do not need to complete the remaining step.

· Run the following command to configure additional TCP/IP connections: 

· chdev -dev interface -perm -attr netaddr=IPaddress -attr netmask=netmask 

-attr state=up

When using this command, enter the interface (enX) associated with either the Shared Ethernet Adapter device or VLAN pseudo-device.

· Enable the Shared Ethernet Adapter device to prioritize traffic. Client logical partitions must insert a VLAN priority value in their VLAN header. For AIX® clients, a VLAN pseudo-device must be created over the Virtual I/O Ethernet Adapter, and the VLAN priority attribute must be set (the default value is 0). Do the following steps to enable traffic prioritization on an AIX client: 

. Set the Shared Ethernet Adapter qos_mode attribute to either strict or loose mode. Use one of the following commands: chdev -dev <SEA device name> -attr qos_mode=strict or chdev -dev <SEA device name> -attr qos_mode=loose. For more information about the modes, see Shared Ethernet Adapter.

a. From the HMC, create a Virtual I/O Ethernet Adapter for the AIX client with all of the tagged VLANs that are required (specified in the Additional VLAN ID list). Packets sent over the default VLAN ID (specified in the Adapter ID or Virtual LAN ID field) will not be tagged as VLAN; therefore, a VLAN priority value cannot be assigned to them.

b. On the AIX client, run the smitty vlan command. 

c. Select Add a VLAN.

d. Select the name of the Virtual I/O Ethernet Adapter created in step 1. 

e. In the VLAN Tag ID attribute, specify one of the tagged VLANs that are configured on the Virtual I/O Ethernet Adapter that you created in step 1. 

f. Specify an attribute value (0 - 7) in the VLAN Priority attribute, which corresponds to the importance the VIOS should give to the traffic sent over that VLAN pseudo-device. 

g. Configure the interface over the VLAN pseudo-device created in step 6.

Traffic sent over the interface created in step 7 will be tagged as VLAN and its VLAN header will have the VLAN priority value specified in step 6. When this traffic is bridged by a Shared Ethernet Adapter that has been enabled for bandwidth apportioning, the VLAN priority value is used to determine how quickly it should be sent in relation to other packets at different priorities. 

The Shared Ethernet Adapter is now configured. After you configure the TCP/IP connections for the virtual adapters on the client logical partitions using the client logical partitions' operating systems, those logical partitions can communicate with the external network.
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Shared Ethernet Adapters
Virtual I/O Server and Integrated Virtualization Manager commands
Configuring a Link Aggregation or EtherChannel device

Configure a Link Aggregation device, also called an EtherChannel device, by using the mkvdev command. A Link Aggregation device can be used as the physical Ethernet adapter in the Shared Ethernet Adapter configuration.

Configure a Link Aggregation device by typing the following command: 

mkvdev -lnagg TargetAdapter ... [-attr Attribute=Value ...]

For example, to create Link Aggregation device ent5 with physical Ethernet adapters ent3, ent4, and backup adapter ent2, type the following: 

mkvdev -lnagg ent3,ent4 -attr backup_adapter=ent2

After the Link Aggregation device is configured, you can add adapters to it, remove adapters from it, or modify its attributes using the cfglnagg command. 

Parent topic: Configuring virtual Ethernet on the Virtual I/O Server
Setting the LHEA to promiscuous mode

To use a Shared Ethernet Adapter with a Host Ethernet Adapter (or Integrated Virtual Ethernet), you must set the Logical Host Ethernet Adapter (LHEA) to promiscuous mode.

Before you start, use the Hardware Management Console (HMC) to determine the physical port of the Host Ethernet Adapter that is associated with the Logical Host Ethernet port. Determine this information for the Logical Host Ethernet port that is the real adapter of the Shared Ethernet Adapter on the Virtual I/O Server. You can find this information in the partition properties of the Virtual I/O Server, and the managed system properties of the server on which the Virtual I/O Server is located.

To set the Logical Host Ethernet port (that is the real adapter of the Shared Ethernet Adapter) to promiscuous mode, complete the following steps using the HMC:

1. In the navigation area, expand Systems Management and click Servers.

2. In the contents area, select the server on which the Virtual I/O Server logical partition is located.

3. Click Tasks and select Hardware (information) > Adapters > Host Ethernet. The HEAs page is shown.

4. Select the physical location code of the Host Ethernet Adapter.

5. Select the physical port associated with the Logical Host Ethernet port on the Virtual I/O Server logical partition, and click Configure. The HEA Physical Port Configuration page is shown.

6. Select VIOS in the Promiscuous LPAR field.

7. Click OK twice to return to the contents area.

Creating a shared Ethernet adapter for a VIOS logical partition using the HMC

You can create a Shared Ethernet Adapter on the Virtual I/O Server logical partition by using the Hardware Management Console.

To create a Shared Ethernet Adapter, be sure you meet the following requirements:

· The Hardware Management Console must be at version 7 release 3.4.2 or later.

· Ensure the Virtual I/O Server has one or more physical network devices or Logical Host Ethernet Adapters (LHEA) assigned to the logical partition.

· Ensure a virtual Ethernet adapter is created on the Virtual I/O Server. For instructions, see Configuring a virtual Ethernet adapter using the HMC.

· If the physical Ethernet adapter that you want to use as the shared adapter has TCP/IP configured, the Virtual I/O Server must be at version 2.1.1.0 or later. If TCP/IP is not configured, the Virtual I/O Server can be at any version.

· Ensure that there is a resource monitoring and control connection between the Hardware Management Console and the Virtual I/O Server.

Note: If you are using a prior release of the Hardware Management Console or a prior version of a Virtual I/O Server (with TCP/IP configured for the virtual Ethernet adapter), see Configuring virtual Ethernet on the Virtual I/O Server to create a Shared Ethernet Adapter by using the Virtual I/O Server command-line interface.

To create a Shared Ethernet Adapter, complete the following steps:

1. In the navigation area, expand Systems Management > Servers, and select the server on which the Virtual I/O Server logical partition is located.

2. In the Tasks pane, click Configuration > Virtual Resources > Virtual Network Management. The Virtual Network Management page is displayed.

3. From the Virtual Network Management menu, select the virtual Ethernet network (VLAN) that you want to connect to the virtual Ethernet adapter.

4. Click Create shared Ethernet adapter. The Create shared Ethernet adapter page is displayed.

5. From the Create shared Ethernet adapter page, select the Virtual I/O Server and physical adapter on which to configure the shared Ethernet adapter. You can also enable and select a failover Virtual I/O Server and physical adapter. 

Note: If you select a failover Virtual I/O Server, consider the following:

· The two Virtual I/O Server logical partitions used in the failover configuration need to have different trunk priorities.

· Shared Ethernet Adapter failover requires an additional virtual Ethernet adapter on both Virtual I/O Server logical partitions to be used as a control channel. The control channel allows the Virtual I/O Server logical partitions to communicate with one another and know when one of the Virtual I/O Server loses its connection.

· The Hardware Management Console graphical interface automatically selects a suitable virtual Ethernet control channel by numerical order (from highest to lowest) from the port VLAN IDs assigned to the virtual Ethernet adapters. For example, if both Virtual I/O Server logical partitions use VLAN 99 and VLAN 50, and the Virtual I/O Server logical partitions in each VLAN have virtual Ethernet adapters without a trunk adapter enabled, then VLAN 99 is selected instead of VLAN 50. If you intend to use a virtual Ethernet adapter as a control channel adapter, do not select the Access external network option in the adapter properties.

6. Click OK to create the Shared Ethernet Adapter.

Parent topic: Configuring virtual resources for logical partitions
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Configuring virtual resources for logical partitions

You can use the Hardware Management Console (HMC) to configure virtual resources such as virtual Ethernet adapters, Host Ethernet Adapter, and shared processor pools. Configure virtual resources to help optimize the use of physical system resources.

· Configuring a virtual Ethernet adapter
You can configure a virtual Ethernet adapter dynamically for a running logical partition by using the Hardware Management Console (HMC). Doing so will connect the logical partition to a virtual LAN.

· Configuring a virtual fibre channel adapter
You can configure a virtual fibre channel adapter dynamically for a running logical partition using the Hardware Management Console (HMC). 

· Configuring physical ports on a Host Ethernet Adapter
You can use a Hardware Management Console (HMC) to configure the properties of each physical port on a Host Ethernet Adapter (HEA). These properties include port speed, duplex mode, maximum packet size, flow control setting, and the promiscuous logical partition for unicast packets. The physical port properties are also used by the logical ports that are associated with each physical port. HEAs are also known as Integrated Virtual Ethernet adapters (IVE adapters).

· Configuring shared processor pools
If your managed system supports more than one shared processor pool, you can use the Hardware Management Console (HMC) to configure shared processor pools on your managed system in addition to the default shared processor pool. These additional shared processor pools allow you to limit the processor usage of the logical partitions that belong to the shared processor pools. All shared processor pools other than the default shared processor pool must be configured before you can assign logical partitions to these shared processor pools.

· Configuring the shared memory pool
You can configure the size of the shared memory pool, assign paging space devices to the shared memory pool, and assign one or two Virtual I/O Server logical partitions (that provide access to the paging space devices) to the shared memory pool using the Hardware Management Console (HMC).

· Creating a logical Host Ethernet Adapter for a running logical partition
If your managed system has a Host Ethernet Adapter (HEA), you can set up a logical partition to use HEA resources by using the Hardware Management Console (HMC) to create a logical Host Ethernet Adapter (LHEA) for the logical partition. A logical Host Ethernet Adapter (LHEA) is a representation of a physical HEA on a logical partition. An LHEA allows the logical partition to connect to external networks directly through the HEA. HEAs are also known as Integrated Virtual Ethernet adapters (IVE adapters).

· Creating a shared Ethernet adapter for a VIOS logical partition using the HMC
You can create a Shared Ethernet Adapter on the Virtual I/O Server logical partition by using the Hardware Management Console.

· Creating a virtual disk for a VIOS logical partition using the HMC
You can use the Hardware Management Console to create a virtual disk on your managed system. Virtual disks are also known as logical volumes.

· Creating storage pools
You can use the Hardware Management Console to create a volume-group-based or file-based storage pool on your managed system.

· Reassigning logical partitions to shared processor pools
If you use more than one shared processor pool on your managed system, you can use the Hardware Management Console (HMC) to reassign logical partitions from one shared processor pool to another shared processor pool on your managed system. 

Parent topic: Partitioning with the HMC
Configuring a virtual Ethernet adapter

You can configure a virtual Ethernet adapter dynamically for a running logical partition by using the Hardware Management Console (HMC). Doing so will connect the logical partition to a virtual LAN.

You can dynamically configure a virtual Ethernet adapter for a Linux® logical partition only if the following conditions are met: 

· A Linux distribution that supports dynamic logical partitioning is installed on the Linux logical partition. Distributions that support dynamic logical partitioning include SUSE Linux Enterprise Server 9 and later versions. 

· The DynamicRM tool package is installed on the Linux logical partition. To download the DynamicRM tool package, see the Service and productivity tools for Linux on POWER™ systems Web site.

If you plan to configure an Ethernet adapter for a logical partition that uses shared memory (hereafter referred to as a shared memory partition), you might need to adjust the amount of I/O entitled memory assigned to the shared memory partition before you configure the adapter:

· If the I/O entitled memory mode of the shared memory partition is set to the auto mode, you do not need to take action. When you configure the new Ethernet adapter, the HMC automatically increases the I/O entitled memory of the shared memory partition to accommodate the new adapter.

· If the I/O entitled memory mode of the shared memory partition is set to the manual mode, you must increase the I/O entitled memory that is assigned to the shared memory partition to accommodate the new adapter. For instructions, see Adding and removing I/O entitled memory dynamically to and from a shared memory partition.

To configure a virtual Ethernet adapter dynamically for a running logical partition using the HMC, follow these steps:

1. In the navigation pane, open Systems Management > Servers, and click the system on which the logical partition is located.

2. In the work pane, select the logical partition on which you want to configure the virtual Ethernet adapter, click the Tasks button, and click Dynamic Logical Partitioning > Virtual Adapters.

3. Click Actions and choose Create > Ethernet Adapter.

4. Enter the slot number for the virtual Ethernet adapter into Adapter ID. 

5. Enter the Port Virtual LAN ID (PVID) for the virtual Ethernet adapter into VLAN ID. The PVID allows the virtual Ethernet adapter to communicate with other virtual Ethernet adapters that have the same PVID. 

6. Select IEEE 802.1 compatible adapter if you want to configure the virtual Ethernet adapter to communicate over multiple virtual LANs. If you leave this option unchecked and you want this logical partition to connect to multiple virtual networks, you must create multiple virtual adapters by creating additional virtual LAN IDs.

7. Click OK.

After you have finished, access any existing partition profiles for the logical partition and add the virtual Ethernet adapters to those partition profiles. The virtual Ethernet adapter will be lost if you shut down the logical partition and activate that logical partition using a partition profile that does not have the virtual Ethernet adapter in it.

Parent topic: Configuring virtual resources for logical partitions
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Configuring physical ports on a Host Ethernet Adapter
You can use a Hardware Management Console (HMC) to configure the properties of each physical port on a Host Ethernet Adapter (HEA). These properties include port speed, duplex mode, maximum packet size, flow control setting, and the promiscuous logical partition for unicast packets. The physical port properties are also used by the logical ports that are associated with each physical port. HEAs are also known as Integrated Virtual Ethernet adapters (IVE adapters).

To configure physical ports on an HEA using the HMC, follow these steps: 

1. In the navigation pane, open Systems Management and click Servers.

2. In the work pane, select the managed system whose HEAs you want to configure, click the Tasks button, and select Hardware (Information) > Adapters > Host Ethernet.

3. Select the HEA in Choose a Physical Location Code to view / modify that Host Ethernet Adapter's information.

4. In the Current Status table, select a physical port that you want to configure and click Configure. 

5. Change the HEA physical port configuration settings as necessary and click OK.

6. Repeat steps 4 and 5 for any other physical ports that you want to configure.

7. When you are done configuring physical ports, click OK.

After this procedure is complete, you might need to reconfigure any logical ports that are associated with the changed physical ports. For example, if you change the maximum packet size on the physical port, you might also need to access the operating systems that use the resources on that physical port and change the maximum packet size for the corresponding logical ports.

Parent topic: Configuring virtual resources for logical partitions
Creating a logical Host Ethernet Adapter for a running logical partition

If your managed system has a Host Ethernet Adapter (HEA), you can set up a logical partition to use HEA resources by using the Hardware Management Console (HMC) to create a logical Host Ethernet Adapter (LHEA) for the logical partition. A logical Host Ethernet Adapter (LHEA) is a representation of a physical HEA on a logical partition. An LHEA allows the logical partition to connect to external networks directly through the HEA. HEAs are also known as Integrated Virtual Ethernet adapters (IVE adapters).

You can add an LHEA dynamically to a running Linux® logical partition only if you install Red Hat Enterprise Linux version 5.1, Red Hat Enterprise Linux version 4.6, or a later version of Red Hat Enterprise Linux on the logical partition. To add an LHEA to a Linux logical partition with a distribution other than these distributions, you must shut down the logical partition and reactivate the logical partition using a partition profile that specifies the LHEA.

If a logical partition is not currently running, you can create an LHEA for the logical partition by changing the partition profiles for the logical partition. 

To create an LHEA for a running logical partition using the HMC, follow these steps:

1. In the navigation pane, open Systems Management, open Servers, and click the managed system on which the logical partition is located.

2. In the work pane, select the logical partition for which you want to create the LHEA, click the Tasks button, and select Dynamic Logical Partitioning > Host Ethernet > Add.

3. Select the HEA whose resources you want the logical partition to use in Choose an HEA to select Logical Ports from.

4. In the table that lists HEA physical ports, select a physical port whose resources you want the logical partition to use, and click Configure.

5. In the Choose Logical Ports table, select the logical port (LHEA port) that you want the logical partition to use.

6. Set the logical port to accept packets with any virtual LAN ID (VLAN ID) or to accept only packets with specific VLAN IDs.

· If you want the logical port to accept packets with any VLAN ID, select Allow all VLAN IDs.

· If you want the logical port to accept only packets with specific VLAN IDs, enter each VLAN ID into VLAN to add and click Add. You can repeat this step to allow up to 20 VLAN IDs to be accepted on the logical port.

7. Click OK.

8. Repeat steps 4 through 7 for each additional physical port whose resources you want the logical partition to use.

9. Adjust the values in Timeout (minutes) and Detail level if necessary and click OK.

When you are done, one or more new Ethernet adapters will be visible to the operating system of the logical partition. 
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Shared Ethernet Adapters

With Shared Ethernet Adapters on the Virtual I/O Server logical partition, virtual Ethernet adapters on client logical partitions can send and receive outside network traffic.

A Shared Ethernet Adapter is a Virtual I/O Server component that bridges a physical Ethernet adapter and one or more virtual Ethernet adapters:

· The real adapter can be a physical Ethernet adapter, a Link Aggregation or EtherChannel device, or a Logical Host Ethernet Adapter . The real adapter cannot be another Shared Ethernet Adapter or a VLAN pseudo-device. 

· The virtual Ethernet adapter must be a virtual I/O Ethernet adapter. It cannot be any other type of device or adapter.

Using a Shared Ethernet Adapter, logical partitions on the virtual network can share access to the physical network and communicate with stand-alone servers and logical partitions on other systems. The Shared Ethernet Adapter eliminates the need for each client logical partition to a dedicated physical adapter to connect to the external network.

A Shared Ethernet Adapter provides access by connecting the internal VLANs with the VLANs on the external switches. Using this connection, logical partitions can share the IP subnet with stand-alone systems and other external logical partitions. The Shared Ethernet Adapter forwards outbound packets received from a virtual Ethernet adapter to the external network and forwards inbound packets to the appropriate client logical partition over the virtual Ethernet link to that logical partition. The Shared Ethernet Adapter processes packets at layer 2, so the original MAC address and VLAN tags of the packet are visible to other systems on the physical network.

The Shared Ethernet Adapter has a bandwidth apportioning feature, also known as Virtual I/O Server quality of service (QoS). QoS allows the Virtual I/O Server to give a higher priority to some types of packets. In accordance with the IEEE 801.q specification, Virtual I/O Server administrators can instruct the Shared Ethernet Adapter to inspect bridged VLAN-tagged traffic for the VLAN priority field in the VLAN header. The 3-bit VLAN priority field allows each individual packet to be prioritized with a value from 0 to 7 to distinguish more important traffic from less important traffic. More important traffic is sent preferentially and uses more Virtual I/O Server bandwidth than less important traffic.

Note: To use this feature, when the Virtual I/O Server Trunk Virtual Ethernet Adapter is configured on an HMC, the adapter must be configured with additional VLAN IDs because only the traffic on these VLAN IDs is delivered to the Virtual I/O Server with a VLAN tag. Untagged traffic is always treated as though it belonged to the default priority class that is, as if it had a priority value of 0.

Depending on the VLAN priority values found in the VLAN headers, packets are prioritized as follows. 

	Table 1. VLAN traffic priority values and relative importance

	Priority value and importance

	1 (Most important) 
2  
0 (Default) 
3  
4  
5  
6  
7 (Least important) 


The Virtual I/O Server administrator can use QoS by setting the Shared Ethernet Adapter qos_mode attribute to either strict or loose mode. The default is disabled mode. The following definitions describe these modes: 

disabled mode 

This is the default mode. VLAN traffic is not inspected for the priority field. An example follows:

chdev -dev <SEA device name> -attr qos_mode=disabled

strict mode 

More important traffic is bridged over less important traffic. This mode provides better performance and more bandwidth to more important traffic; however, it can result in substantial delays for less important traffic. An example follows:

chdev -dev <SEA device name> -attr qos_mode=strict

loose mode 

A cap is placed on each priority level so that after a number of bytes is sent for each priority level, the following level is serviced. This method ensures that all packets are eventually sent. More important traffic is given less bandwidth with this mode than with strict mode; however, the caps in loose mode are such that more bytes are sent for the more important traffic, so it still gets more bandwidth than less important traffic. An example follows:

chdev -dev <SEA device name> -attr qos_mode=loose

Note: In either strict or loose mode, because the Shared Ethernet Adapter uses several threads to bridge traffic, it is still possible for less important traffic from one thread to be sent before more important traffic of another thread.

GARP VLAN Registration Protocol

Shared Ethernet Adapters, in Virtual I/O Server version 1.4 or later, support GARP VLAN Registration Protocol (GVRP), which is based on Generic Attribute Registration Protocol (GARP). GVRP allows for the dynamic registration of VLANs over networks, which can reduce the number of errors in the configuration of a large network. By propagating registration across the network through the transmission of Bridge Protocol Data Units (BPDUs), devices on the network have accurate knowledge of the bridged VLANs configured on the network. 

When GVRP is enabled, communication travels one way, from the Shared Ethernet Adapter to the switch. The Shared Ethernet Adapter notifies the switch which VLANs can communicate with the network. The Shared Ethernet Adapter does not configure VLANs to communicate with the network based on information received from the switch. Rather, the configuration of VLANs that communicate with the network is statically determined by the virtual Ethernet adapter configuration settings.

Host Ethernet Adapter or Integrated Virtual Ethernet

With Virtual I/O Server version 1.4, you can assign a logical host Ethernet port, of a logical host Ethernet adapter (LHEA), which is sometimes referred to as Integrated Virtual Ethernet, as the real adapter of a Shared Ethernet Adapter. The logical host Ethernet port is associated with a physical port on the Host Ethernet Adapter. The Shared Ethernet Adapter uses the standard device driver interfaces provided by the Virtual I/O Server to communicate with the Host Ethernet Adapter. 

To use a Shared Ethernet Adapter with a Host Ethernet Adapter, the following requirements must be met:

· The logical host Ethernet port must be the only port assigned to the physical port on the Host Ethernet Adapter. No other ports of the LHEA can be assigned to the physical port on the Host Ethernet Adapter.

· The LHEA on the Virtual I/O Server logical partition must be set to promiscuous mode. (In an Integrated Virtualization Manager environment, the mode is set to promiscuous by default.) Promiscuous mode allows the LHEA (on the Virtual I/O Server) to receive all unicast, multicast, and broadcast network traffic from the physical network.

Recommendations

Consider using Shared Ethernet Adapters on the Virtual I/O Server in the following situations: 

· When the capacity or the bandwidth requirement of the individual logical partition is inconsistent or is less than the total bandwidth of a physical Ethernet adapter. Logical partitions that use the full bandwidth or capacity of a physical Ethernet adapter should use dedicated Ethernet adapters.

· If you plan to migrate a client logical partition from one system to another.

Consider assigning a Shared Ethernet Adapter to a Logical Host Ethernet port when the number of Ethernet adapters that you need is more than the number of ports available on the LHEA, or you anticipate that your needs will grow beyond that number. If the number of Ethernet adapters that you need is fewer than or equal to the number of ports available on the LHEA, and you do not anticipate needing more ports in the future, you can use the ports of the LHEA for network connectivity rather than the Shared Ethernet Adapter. 

