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Preface

This IBM® Redpaper publication is a comprehensive guide covering the IBM Power System
520 server. The goal of this paper is to provide a hardware-based overview of the POWER6™
processor-based Power 520 server configurations that encompass System i® and System p®
capabilities and features and introduce POWERSG capabilities.

We also associate marketing announcement terminology with more specific machine type
model (MTM) terminology that includes common features and those unique and familiar to
System i and System p customers.

IBM System i and IBM System p platforms are unifying the value of their servers into a single,
powerful portfolio of servers based on industry-leading POWERS6 processor technology with
support for the IBM i operating system (formerly known as i5/0S®), and IBM AIX® and
Linux® operating systems.

The Power 520 model is the entry member of the portfolio. Key hardware-oriented capabilities
provided by the Power 520 include:

» The POWERSG processor technology available at a frequency of 4.2 GHz and the
POWERG6+™ processor available at a frequency of 4.7 GHz.

» The specialized POWER6 DDR2 memory provides greater bandwidth, capacity, and
reliability.

» The 1 Gb or 10 Gb Integrated Virtual Ethernet adapter, included with each server
configuration, provides native hardware virtualization.

» EnergyScale™ technology that provides features such as power trending, power-saving,
capping of power, and thermal measurement.

» PowerVM™ Virtualization.

» Mainframe level continuous availability capabilities.

Professionals wishing to acquire a better understanding of POWERS6 products should read
this Redpaper. The intended audience includes:

» Clients

» Sales and marketing professionals

» Technical support professionals

» IBM Business Partners

» Independent software vendors

This Redpaper expands the current set of IBM Power Systems™ documentation by providing
a desktop reference that offers a detailed technical description of the Power 520 server.

This Redpaper does not replace the latest marketing materials, tools, and other IBM
publications available, for example, at the IBM Systems Hardware Information Center:

http://publib.boulder.ibm.com/infocenter/systems/scope/hw/index.jsp

It is intended as an additional source of information that, together with existing sources, can
be used to enhance your knowledge of IBM server solutions.
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General description

During 2008 IBM System i and IBM System p platforms unified the value of their servers into
a single, powerful lineup of servers based on industry-leading POWERS6 processor
technology with support for the IBM AlX, IBM i (formerly known as i5/0S), and Linux
operating systems. This new, single portfolio of IBM Power Systems servers offers
industry-leading technology, continued IBM innovation, and the flexibility to deploy the
operating system that your business requires.

The Power 570 and Power 595 models announced in April 2008 were announced as fully
“converged” or “unified” at that time. The Power 520 and Power 550 models announced
January 2008 and the April 2008 announcements brought these models very close to
complete convergence. The October 2008 announcements, together with system firmware
made available November 2008 brought full unification for the Power 520 and Power 550
systems.

This publication provides comprehensive overview-level technical information on the IBM
Power 520 POWER6 and POWERG+ technology Power 520 Express™ servers with the
following Machine Type and Model (MTM) values:

» 8203-E4A (1-core, 2-core, and 4-core configurations): Runs AlX, IBM i, and Linux
operating systems. To run IBM i on the 8203-E4A you need system firmware level
EL340_039 or later.

With the availability of the unified 8203-E4A or 8204-E8A configurations, you select the MTM
first and then specify the primary operating system and any secondary operating systems.
Specifying the primary operating system generates a 214n specify code:

2145 IBM i primary OS
2146 AlIX primary OS
2147 Linux primary OS

The primary operating system 214n value is used as a Manufacturing Routing indicator and
does not deliver parts, software, or services. It does, however, assist the IBM configurator in
determining which features are shown by default on succeeding configuration windows. You
can also indicate on the order any partition configurations you want IBM manufacturing to
know about so that hardware feature cards are populated within the various processor and
I/O enclosures that will be delivered to the customer ready to deploy the partition definitions.
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This eliminates or significantly reduces the need to move adapter cards around to satisfy the
partition definition.

The IBM System Planning Tool (SPT) can be used to pre-configure a valid system with or
without partitions. A file representing the partition configuration can be exported and used as
input to the IBM configurator.

For more information on SPT, refer to:

http://www.ibm.com/systems/support/tools/systemplanningtool

The System Planning Tool is discussed in 3.5, “System Planning Tool” on page 154.

Note: The word express indicates a level of hardware and software pre-packaging (a
starting configuration) to simplify ordering of hardware and in some cases a selected set of
frequently used licensed programs with the intent of getting your operational environment
up and running in a short time. In this publication we generally use the single term Power
520, dropping the word express when referring to the entire range of Power 520 hardware
configuration options. This represents all Power 520 MTMs.

These express edition configurations are slightly different, depending upon which
operating system (AIX, IBM i, or Linux) is specified as the primary operating system.

There are also solution editions offering certified applications from SAP and Oracle that
are installed on a configured Power 520 ready to run. The hardware configuration of a
Power 520 solution edition is based upon an express configuration.

Once the order has been generated and the system delivered, the express edition or
solution edition is not visible on the system.

The POWERG6- and POWERG6+-based Power 520 MTMs are designed to continue the
tradition of the IBM POWER5™ and the IBM POWER5+™ processor-based System i 515,
520, and 525 models and the System p5 520 and 520Q Express servers.

The Power 520 model processor, memory, 1/O loop attachment and many 1/O device
technologies are common across the operating systems supported.

Operating system-specific requirements and current System i and System p customer
environments dictate some differences, which are documented where appropriate in this
publication. Most support differences are in the area of I/O adapters and devices supported.
We discuss I/O differences later in this chapter.

This chapter introduces many of the common architecture facilities and discusses some
operating system support differences. Chapter 2, “Architecture and technical overview” on
page 57 expands on this information and lists the 1/O features supported by the three
operating systems.

The IBM Power 520 servers all support 4.2 GHz POWERSG processors and 4.7 GHz
POWERS6+ processors.

All machine model types can be physically packaged as either a deskside or a 4U (Electronic
Industries Alliance (EIA) Units) rack-mount server. In either configuration the Power 520
models deliver outstanding performance at low prices and can utilize one or a combination of
the supported IBM AIX, IBM i, and supported Linux operating systems.

The Power 520 supports single- or dual-core POWER6 modules on a single- or dual-chip
planar. Each POWERG6 2-core module has 8 MB of L2 cache (4 MB per core). A 2- and 4-core
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POWERS6+ option is also available. System DDR2 SDRAM memory capacity starts at 1 GB
up to 16 GB (1-core configuration), up to 32 GB (2-core configuration) and up to 64 GB
(4-core configuration). 64 GB of memory is achieved using eight DDR2 memory DIMM slots.

Note: Unless otherwise noted in the text, the term POWERSG in this publication includes
both POWER6 and POWERG6+ processor technologies.

The system unit has five Peripheral Component Interface (PCI) slots (three PCle 8x and two
PCI-X 64-bit (Double Data Rate) DDR 2.0) and six 3.5 inch internal SAS disk bays. The
system unit must be ordered with one of the following Integrated Virtual Ethernet (IVE)
options:

» Two Ethernet 10/100/1000 Mbps ports
» Four Ethernet 10/100/1000 Mbps
» Two 10 Gigabit Ethernet ports (not available on 9407-M15, 9408-M25, 9409-M50)

A slim media bay is available for a DVD-ROM or DVD-RAM, and a half high media bay is
available for a tape drive.

Additional I/O adapters can be plugged into the system unit PCI-X DDR2 and PCle card slots.
I/O adapters and devices can also be added in up to either twelve or eight optional 1/0
enclosures (drawers or towers) using the up to two GX+ I/O loop adapters. IBM i supports up
to six I/0O enclosures and AIX and Linux support up to four, on a RIO-2 loop. AlX, IBM i, and
Linux operating systems support up to four I/O enclosures on a 12x loop.

See Chapter 2, “Architecture and technical overview” on page 57, for more information on the
IBM Power 520 POWERG6 processor core, memory, and I/O attachment technology.

Chapter 1. General description 3



4

I/O Hardware Terminology Notes:

System i and System p customers have become familiar with terms that are different
between the two customer sets. This needs to be addressed early in this publication to
make it easier to understand the new hardware features as well as, in the case of I/O
support, features currently available on POWERS5 technology servers and supported on
POWERG6 technology-based servers.

» HSL and RIO terminology:

System i has used HSL and System p has used RIO as different terms for the same 1/O
loop attachment technology. The POWERS and POWERS6 technology systems use the
second generation of this technology and thus HSL-2 or RIO-2 terms are now used. In
this publication we use RIO-2 in most cases. If you see HSL-2 it is the same loop
technology as RIO-2.

In some earlier publications System p documents may also use RIO-G instead of
RIO-2.

» 12x terminology:

12x is a newer and faster technology compared to RIO-2 high speed I/O loop
technology. The /2 refers to the number of wires within the 12x cable. Potentially, 12x
technology offers up to 50 percent more bandwidth than HSL technology. IBM’s 12x
loop technology is based upon the participation of IBM with the InfiniBand® Trade
Association (IBTA). IBM 12x implementation is not 100 percent InfiniBand compliant.
Therefore this publication does not use 12x and InfiniBand terms interchangeably.

RIO-2 I/O enclosures must be attached to a RIO-2 loop. 12x I/O enclosures must be
attached to a 12x loop. RIO-2 and 12x enclosures cannot be mixed on the same loop
because they are not compatible. RIO-2 and 12x cables are different.

» PCle terminology:

PCle uses a term called /anes to refer to its capabilities. Each lane can support a data
rate of 2.5 Gbps for both send and receive. The slowest and smallest PCle comes in
one lane (referred to as X1) with the fastest PCle up to 32 lanes (x32) and beyond.
Think of lanes as data paths. The more lanes there are, the faster the data can flow,
which is similar to an auto highway with multiple driving lanes. The size of the adapter
and slot vary proportionally to the number of lanes. Since the physical size varies for
both the adapter and slot, if an adapter has more lanes than a slot, the PCle adapter
cannot physically be plugged to that slot. In the reverse case, if the slot has more lanes
than the adapter, then the adapter can be plugged into that slot.

In summary, PCle adapters are supported in a slot with an equal or higher number of
lanes. When you see x8 associated with a PCle card slot or adapter, that means the
card slot or adapter supports eight lanes.

» |/O adapter or I/O controller terminology:

You will see the word adapter and the word controller as the title of various 1/O feature
numbers, each of which supports attachment of other I/O hardware, such as tape or
disk devices or a communications (LAN or WAN) cable. The words adapter and
controller refer to the same general capability, and thus should be considered to be the
same thing. In some System i I/O documentation, you may also see the acronym /0A.
This is an acronym for an I/O adapter.

» System i documentation has a history of referring to a hardware component called an
I/O Processor or IOP. These are used as a front-end interface to older technology I0As,
providing support or efficiencies not available in the older IOAs. See “AlX, IBM i, Linux
I/O considerations” on page 15 for more information on IOPs.
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As with POWERS5-based technology, simultaneous multithreading (SMT) enabling two
threads to be executed at the same time on a single physical processor core is a standard
feature of POWERSG technology. SMT takes full advantage of POWERG processor speeds and
increased L2 and L3 (where available) cache sizes and interfaces.

Introduced with the POWERG6 processor design is integrated hardware decimal floating-point
support. On many industry-wide servers decimal floating point is implemented through
software. Hardware support can improve the accuracy and performance of the basic
mathematical calculations of financial transactions that occur regularly on today’s business
computers running C, C++, and Java™ applications. More information about this topic is in
2.1.1, “Decimal floating point” on page 60.

POWERS® also includes an AltiVec SIMD accelerator, which helps to improve the performance
of high performance computing (HPC) workloads.

The IBM POWERS®6 architecture with EnergyScale technology provides features such as
power trending, power saving, capping of maximum power, and thermal measurement. These
features are enabled using IBM Systems Director Active Energy Manager™ software within
the IBM Systems Director product’s console component. With the Active Energy Manager,
you can measure energy use and direct policies toward the energy-efficient operation of the
server, while the underlying hardware automatically adjusts to deliver the desired operating
solution. The POWERS® chip is also designed to conserve power and reduce heat generated
by the server. A feature called nap mode enables processor clocks to be dynamically turned
off when there is no workload to be done and turned back on when there are instructions to
be executed.

See 2.2, “IBM EnergyScale technology” on page 62, for more information.

All Power Systems servers (POWERS5 and POWERSG technology) include the POWER
Hypervisor™, which provides the following basic virtualization capabilities:

» Logical partitioning (LPAR) technology.

» Dynamic LPAR: Dynamic LPAR (DLPAR) allows clients to dynamically allocate many
system resources to application partitions without rebooting, with up to four dedicated
processor partitions on a fully configured Power 520 system.

» Virtual LAN: This is memory to memory inter-partition communication using a virtual
Ethernet configuration.

In addition to the base virtualization that is standard on every Power 520 server, three
optional virtualization features are available on the server:

» PowerVM Express Edition
» PowerVM Standard Edition (formerly Advanced POWER Virtualization (APV) Standard)
» PowerVM Enterprise Edition (formerly APV Enterprise)

These are managed using built-in Integrated Virtualization Manager (IVM) software or
optionally through use of a hardware management console (HMC).

The PowerVM Express Edition and IVM allow users to create up to three partitions on the
server, leverage virtualized disk and optical devices, utilize shared- or dedicated-capacity
processor configuration, and use the Shared Processor Pool. A browser-based interface, IVM
is used to manage virtual devices, processors and partitions. An HMC is not required.
PowerVM Express Edition also includes PowerVM Lx86.

PowerVM Standard Edition includes all of the capabilities of PowerVM Express Edition plus
capped or uncapped partition configuration, full function IBM Micro-Partitioning™, and Virtual
I/0 Server (VIOS) capabilities. For low processor utilization workloads, micro-partitions can
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be defined as small as 1/10th of a processor. Processor capacity can be changed in
increments as small as 1/100th of a processor. Up to 40 micro-partitions can be created on a
4-core system (10 per core). VIOS allows for the sharing of disk and optical devices and
communications and Fibre Channel adapters. Also included is support for Multiple Shared
Processor Pools and Shared or Dedicated processor Capacity partitions.

PowerVM Enterprise Edition includes all features of PowerVM Standard Edition plus Live
Partition Mobility, available on POWERG6 systems. Live Partition Mobility can be used by AIX
or Linux partitions to allow a partition to be relocated from one server to another while end
users are using applications running in the partition.

If installed, PowerVM licensing is required for all active processors.

For more information about PowerVM capabilities on the various POWER6 MTMs and the
required operating system level supporting these capabilities, refer to Chapter 3,
“Virtualization” on page 133.

AlX versions 5.3 and 6.1 support the POWERS6 servers. Version 6.1 extends the capabilities
of AlX to include new virtualization approaches, new security features, and new continuous
availability features. It introduces a software-based virtualization approach called PowerVM
AIX 6 Workload Partitions (WPARs) which enables the creation of multiple virtual AIX V6.1
environments inside of a single AIX V6.1 instance. Also available is a new licensed program
product, the PowerVM AlX 6 Workload Partitions Manager™ for AIX (WPAR Manager). It
allows management of WPARs across multiple systems, including the movement of PowerVM
Workload Partitions from one system to another without restarting the application or causing
significant disruption using PowerVM Live Application Mobility, a feature of AIX V6.1.

The IBM i operating system (formerly known as i5/0S) releases 5.4 and 6.1 run on POWER®6
technology systems. If IBM i 5.4 is to be used, machine code level V5R4MS5 is required. Both
releases deliver a wide range of functions for customers familiar with the i5/0S operating
system from a previous release.

For more specific information about the operating system levels that support these POWER6
server MTMs, see 1.16, “Operating system support” on page 51.

Additional features introduced with POWERS processor-based technology include an
Integrated Virtual Ethernet adapter standard with every system, the Processor Instruction
Retry feature automatically monitoring the POWERSG processor and, if needed, restarting the
processor workload without disruption to the application, and a new Hardware Management
Console (HMC) graphical user interface offering enhanced systems control.

See Chapter 2, “Architecture and technical overview” on page 57 for more information about
these topics.
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1.1 System unit specifications

As discussed earlier, this publication uses the Power 520 MTM value of 8203-E4A to
represent the unified Power 520 configuration that, starting in October 2008, can be ordered
to run AlX, IBM i, or Linux operating systems. A system can be ordered to run all resources
under only one operating system or configured to run multiple operating systems, each in its
own partition.

The 8203-E4A can have a 1-core, 2-core, or 4-core configuration with all processors
permanently activated.

The one-core 8203-E4A configuration has some 1/O restrictions, such as not supporting any
RIO-2 or 12X 1/O loops.

Table 1-1 lists the general system specifications of the system unit. Note that in some
publications the system unit might also be identified by the term processor enclosure or even
the term CEC (Central Electronics Complex).

Table 1-1 System unit specifications

Description Range (operating)

Operating temperature range 10° to 38° C (50 to 104 F)

Operating temperature recommended 20°t028° C (6810 82 F)

Relative humidity 8% to 80%
Maximum dew point (operating 17°C (62.6°F)
Noise level Deskside system: 6.4 bels idle / 6.5 bels operating

Rack-mount drawer: 6.8 bels idle / 6.8 bels operating

Operating voltage 100 to 127 or 200 to 240 V ac at 50/60 Hz (auto-ranging)
Maximum power consumption 950 watts (maximum)

Maximum power source loading 0.876 kVa (4-Way); 0.794 (2-Way)

Maximum thermal output 3242 BTU/hr (maximum)

Maximum altitude 3,048 m (10,000 ft)

1 British Thermal Unit

1.2 Physical package

The system is available in both a rack-mounted and deskside form. The major physical
attributes for each are discussed in the following sections.

Note, the expression #nnnn will be used to represent an orderable feature code in this
publication.

1.2.1 Deskside model

Table 1-2 on page 8 provides a list of physical attributes for the deskside model and
Figure 1-1 on page 8 shows a picture of the deskside model.
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Table 1-2 Physical packaging of deskside model

Dimension One CEC drawer

Height 540 mm (21.3in)

Width 328.5 mm (12.9 in) with tip foot
182.3 mm (7.2 in) without tip foot

Depth 628 mm (24.7 in)

Weight 40.8 kg (90 Ib)

37.6 kg *83 Ib) without tip foot

Figure 1-1 Deskside model

1.2.2 Rack-mount model

The system can be configured as a 4U (4 EIA) IBM rack-mount by selecting:
» #7200 or an OEM rack-mount with #7201 for the 8203-E4A

Table 1-3 provides a list of physical attributes for the rack-mount model; Figure 1-2 on page 9
is a picture of the rack-mount model.

Table 1-3 Physical packaging of rack-mount drawer

Dimension | One CEC drawer
Height 173 mm (6.8 in)
Width 440 mm (17.3 in)
Depth 538 mm (21.2in)
Weight 34.0 kg (75 Ib)
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System p

Figure 1-2 Rack-mount model

The front and rear views of the system are shown in Figure 1-3.
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Figure 1-3 Front and rear system unit views
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Figure 1-4 shows some additional details from a top rear view.

Power 520 -- Rear

POWERS® chip

«1or2cores

Fans
» Redundant
* Hot-swap

SAS port

« Attach EXP 12S Disk
Drawer 2-core 520

* 175MB write cache
pre-requisite

GX adapter Slot
« 2-core 520 only
* 12X or HSL/RIO loop
« Uses PCle slot #1

Serial ports /

« IBMi use for UPS IVE Daughter Card
comm connection * 2 or 4 Ethernet 1Gb ports

AC Input

175MB write cache

« Optional

« For performance & RAID
« Includes aux write cache
« Has hot-plug battery

Five PCl slots

“~._ " +2PCI-X DDR

"+3PCle

Figure 1-4 Rear top view

1.3 Minimum and optional system unit features

The system utilizes a 4.2 GHz POWERSG or 4.7 GHz POWERG6+ processors available in 1-, 2-,

and 4-core configurations. It features:

» 64-bit scalability, offering 1-, 2-, and 4-core configurations.

» 1 GB memory expandable to 64 GB.

— 16 GB maximum with a 1 processor configuration

— 32 GB maximum with a 2 processor configuration

— 64 GB maximum with a 4 processor configuration

Up to 6 SAS DASD internal disk drives.

Choice of DASD backplane options:

— 6 x 3.5 inch DASD backplane with no external SAS port (default)
— 6 x 3.5 inch DASD backplane with an external SAS port (optional)

v

v

— 8x 2.5 inch DASD backplane with an external SAS port (optional)

v

A maximum of five hot-swappable slots:

— Two PCle x8 slots, short card length

— One PCle x8 slot, full card length

— Two PCI X DDR silots, full card length
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The slot positions are:

Slot 1: PCle x8 2.5 GHz short-length slot. A GX+ slot shares this slot.
Slot 2: PCle x8 2.5 GHz short-length slot

Slot 3: PCle x8 2.5 GHz full-length slot

Slots 4 and 5: PCI X DDR 266 MHz full-length slots.

Up to 2 GX+ loop adapter slots:

— One GX+ slot, shares PCle x8 slot 1 (not available on a 1-core configuration)
— One GX+ slot, unshared (available only on a 4-core configuration)

These optional GX+ adapters (RIO-2 and, or 12x) are used for external to the system unit
disks and I/O enclosure expansion.

Two media bays:
— One slim bay for a DVD-ROM (optional) or DVD-RAM (optional)
— One half-high bay for a tape drive (optional)

Each system includes the following native ports:

»

Choice of Integrated Virtual Ethernet I/O options:
— 2-port 1 Gigabit Integrated Virtual Ethernet (single controller)
— 4-port 1 Gigabit Integrated Virtual Ethernet (single controller)

— 2-port 10 Gigabit Integrated Virtual Ethernet (single controller). As stated earlier the
10 Gbps adapter is not supported on 9407-M15 or a 9408-M25.

Three USB ports.

Two system (serial) ports. One of these parts can be used by IBM i for Uninterruptible
Power Supply (UPS) communication cable connection.

Two HMC ports.

Two SPCN ports.

One Power Supply, 950 Watt AC, Hot-swappable, Base (redundant power optional).
Redundant hot-swappable cooling fans.

1.3.1 Processor card features

The server is available in one, two, or four 4.2 GHz POWERG or two and four 4.7 GHz
POWERG6+ processor card configurations, but you can use Capacity on Demand to activate
an unactivated processor core. Because the processors are soldered onto the planar, there is
no processor upgrade capability. Each processor card contains 64 KB I-cache (instruction
cache), 64 KB D-cache (data cache), and 4 MB of Level 2 cache per core.

The Power 520 has permanent processor on demand capability. Other capacity on demand
capabilities, such as (temporary) On/Off, Reserve, Trial, or Utility CoD features are available
on POWERS6 570 and 595 servers.

Table 1-4 on page 12 identifies the feature codes for processor cards at the time of writing.
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Table 1-4 Processor card feature codes

Processor card feature | Description

5633 1-core 4.2 GHz POWERS6 Processor Card, 4 Memory DIMM Slots
» 5651 » One Processor Activation for Processor #5633

» 5676 » Zero-priced Processor Activation of #5633

5634 2-core 4.2 GHz POWERS6 Processor Card, 4 Memory DIMM Slots
» 5654 » One Processor Activation for Processor #5634

» 5677 » Zero-priced Processor Activation for #5634

5635 4-core 4.2 GHz POWERS6 Processor Card, 4 Memory DIMM Slots
» 5655 » One Processor Activation for Processor #5635

» 5678 » Zero-priced Processor Activation #5635

5577 2-core 4.7 GHz POWER®6+ Processor Card, 4 Memory DIMM Slots
» 5578 » One Processor Activation for Processor #5577

» 5579 » Zero-priced Processor Activation for #5577

5587 4-core 4.7 GHz POWERG6+ Processor Card, 8 Memory DIMM Slots
» 5588 » One Processor Activation for Processor #5587

» 5589 » Zero-priced Processor Activation #5587

1.3.2 Memory features

The amount and type of memory supported on the systems depends on the processor core
configuration installed. A minimum 1 GB of memory is required. Four memory DIMM slots are
available on a 1-core configuration, and the maximum system memory is 16 GB. The system
memory feature codes cannot be mixed. Feature #4524 (16384 MB memory feature) is not
available on a 1-core configuration.

Four memory DIMM slots are available on a 2-core configuration. The maximum system
memory is 32 GB. The system memory feature codes cannot be mixed.

Memory feature #4288 is not available on a 1-core or 2-core configuration.

Eight memory DIMM slots are available on a 4-core configuration. The maximum system
memory is 64 GB. There are two system locations where system memory can be installed,
four DIMM slots in each location.

System memory must be of the same speed and size within the same processor card.
Memory on a second card may be a different size and feature, but it still must be within the
same speed and size as before. Memory installed evenly across all processor cards in the
system typically results in the best possible performance for that configuration.

Plans for future memory upgrades should be taken into account when deciding which
memory feature size to use at the time of initial system order. For example, if you initially order
smaller memory DIMMs and later want to add memory, you might find that to achieve your
desired maximum memory requires discarding the originally ordered DIMMs.

Table 1-5 shows the memory feature codes that are available at the time of writing for the
8203-E4A server. A 4-core configuration 8203-E4A is required to support the largest memory
configuration.

Table 1-5 Memory feature codes

Feature code | Description Model supported

4288 Memory Offering, 64 GB (Multiples of 4 of 2x8 GB DIMMs) 4-core models
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Feature code | Description Model supported
4520 1024 MB (2x512 MB) RDIMMs, 667 MHz, 512 MB DRAM 1-, 2- or 4-core models
4521 2048 MB (2x1024 MB) RDIMMs, 667 MHz, 512 MB DRAM 1-, 2- or 4-core models
4522 4096 MB (2x2048 MB) RDIMMs, 667 MHz, 512 MB DRAM 1-, 2- or 4-core models
4523 8192 MB (2x4096 MB) RDIMMs, 667 MHz, 512 MB Stacked DRAM 2- or 4-core models
4524 16384 MB (2x8192 MB) RDIMMs, 400 MHz, 1 GB Stacked DRAM 2- or 4-core models
4532 4 GB (2x2GB) DIMMs, 667MHz, 1 GB DRAM 1-, 2-, or 4-core models

Note: If you mix memory cards of varying speeds (that is, different in location 1 than
location 2) all memory functions at the lowest speed.

1.3.3 System unit disk and media features

This topic focuses on the 1/O device support within the system unit. Each system unit features
one SAS DASD controller with six hot-swappable 3.5 inch SAS disk bays and one hot-plug,
slim-line media bay per enclosure. Only the new SAS DASD disk drives are supported within
the system unit. There are two DASD backplane options, listed in Table 1-6.

SCSI technology disk drives are supported, but must be located in an I/O enclosure attached
to a GX adapter loop.

Table 1-6 SAS DASD backplane options

Feature code Description

8308 6 x 3.5 inch DASD backplane with no external SAS port (default)
8310 6 x 3.5 inch DASD backplane with an external SAS port (optional)
8346 8 x 2.5 inch DASD backplane with an external SAS port (optional),

Note that feature #8308 is the default, base function backplane with no external SAS port. It
provides a single path from the SAS controller to each internal disk drive. #8310 an #8346 are
the optional, higher function DASD backplanes with an external SAS port. They provide dual
paths from the SAS controller to each internal disk drive using SAS expanders. This option,
along with #5679, provides for internal RAID levels 0, 5, 6, and 10.

Features #8310 and #8346 also provide an external SAS connector for attachment of a single
#5886, EXP 12S SAS Disk Drawer. This is an expansion drawer with 12 SAS storage slots.
Feature #5886 supports up to 12 hot-swap SAS disk drives in mega-pack carriers. The EXP
12S is described in 2.12, “5886 EXP 12S SAS DASD Expansion Drawer” on page 97.

Selection of #8310 and #8346 requires SAS Cable, DASD Backplane to Rear Bulkhead,
#3668.

Note: To take advantage of advanced features, whether for functions with current or future
availability, #8310 or #8346 should be selected to avoid the need to replace the #8308
backplane at a later time.

Figure 1-5 on page 14 shows an example of a Power 520 configuration that includes the EXP
12S SAS Disk Drawer attached to the system unit using #5679 and the #8310 backplane.
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Sample configuration of internal disk drives

#5886 EXP 12S
Disk Drawer

POWERG 520
8310 Backplane SAS cable %
#5679 175MB write cache I

fqr imbeq.ded SAS controller 2U space RAIQ-5/6
with auxiliary write cache Or Mirror

RAID-5/6 *Up to 18 SAS disks

Or Mirror -6 plus 12

* One controller with
175MB write cache

 Protected write cache

4U space

Figure 1-5 EXP 128 attached to the system unit example

The #5679 does not consume a PCI slot. It is two cards. The first card provides RAID support
and a 175 MB write cache; the second card is the auxiliary 175 MB write cache and battery.
With no performance impact, the auxiliary write cache contains a copy of the first card’s write
cache data at all times. If the first card’s write cache requires service, the auxiliary write cache
contents can be restored (by IBM service personnel) to a replacement write cache on the first
card.

Notes:

» The cache backup capabilities are supported regardless of whether RAID or IBM i
operating system mirroring is in effect.

» The write cache battery is hot-pluggable.

» The IBM i operating system supports other disk adapter features that include large write
cache with auxiliary write cache. These adapters are supported in either the system
unit PCI slots or PCI slots within the 1/0 enclosures attached using a GX+ adapter loop.
These adapters are described in more detail in 2.8.3, “SCSI and SAS adapters” on
page 79.

Currently there are several physical capacity SAS disk drives that can be placed within the
system unit or the ESP™ 128S. Depending on whether the disk is ordered new and formatted
for AIX or Linux, or the IBM i operating system models, there are different orderable feature
numbers. There are also different maximum data capacities available because the IBM i
operating system uses eight additional bytes for virtual storage integrity information per disk
sector.

Table 1-7 on page 15 lists the disk drive feature codes that each bay can contain. Note that
disks formatted for AIX or Linux cannot be used directly by IBM i. IBM i 6.1 can be a client
partition to a VIOS partition that accesses the AIX or Linux formatted disks. Disks formatted
for IBM i cannot be directly accessed by AIX or Linux. AIX or Linux can be a client partition to
IBM i 5.4 or 6.1, and can thus provide virtual disk support using the IBM i formatted disks.
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Table 1-7 SAS disk drive feature code description: 8203-E4A and AlX, IBM i disks

Feature Code | Description OS support: AIX, Linux, IBM i
1882 146.8 GB 15 K RPM SAS Disk Drive SFF 2.5inch | A, L
1883 73.4 GB 15 K RPM SAS Disk Drive SFF 2.5inch | A, L
1884 69.7 GB 15 K RPM SAS Disk Drive (2.5 inch) i
1890 69 GB Solid® State Drive SFF (2.5 inch) AL
1909 69 GB Solid State Drive SFF (2.5 inch) i
3586 69 GB Solid State Drive 3.5 inch AL
3587 69 GB Solid State Drive 3.5 inch i
3647 146 GB 15 K RPM SAS Disk Drive AL
36482 300 GB 15 K RPM SAS Disk Drive AL
3649 450 GB 15K RPM SAS Disk Drive AL
3658’ 428 GB 15 K RPM SAS Disk Drive i
3677 139.5 GB 15 K RPM SAS Disk Drive i
367812 283.7 GB 15 K RPM SAS Disk Drive i
General note: A-AlX; L-Linux; i-IBM i
1. If used as IBM i load source device, you must use IBM i 6.1.
2. IBM has announced plans to withdraw these features from marketing during February 2009.
IBM plans are subject to change without notice.

The system has a slim media bay that can contain an optional DVD-ROM or an optional

DVD-RAM, and a half-high bay that can contain a tape drive. Table 1-8 lists the media feature
codes available. If a tape device is installed in the half-high media bay, #3655, SAS HH Cable
must be selected.

Table 1-8 Media bay features

Feature code Description OS support: AlX, Linux,
IBM i

5743 SATA Slimline DVD-ROM Drive AL

5762 SATA Slimline DVD-RAM Drive AL i

5746 800 GB/1.6 TB Half High LTO4 SAS Tape Drive AL

5907 36/72 GB 4 mm DAT72 SAS Tape Drive AL

5689 DAT 160 Tape Cartridge 80/160 GB AL,

5619 80/160 GB 4 mm SAS Tape Drive AL,i

5747 800 GB LTO-4 Tape Cartridge AL, i

1.3.4 AIX, IBM i, Linux I/O considerations

Previously we stated that there are some operating system-specific requirements and that
current System i and System p customer environments dictate some differences in orderable
configurations, which are documented where appropriate in this publication.
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Examples of AIX unique I/O features include graphic adapters, specific WAN/LAN adapters,
SAS disk/tape controllers, iSCSI adapters, and specific Fibre Channel adapters.

Examples of IBM i unique I/O features include the #5094/5294/5088/0588/0595 1/0
drawers/towers (generically, I/O enclosures), 1/0 processors (IOPs), IOP-based PCIl adapter
cards, very large write cache disk controllers (adapters), specific Fibre Channel adapters,
iISCSI adapters, and specific WAN/LAN adapters.

System i hardware technologies and the IBM i operating system (OS/400®, i5/0S, and so
forth) have a long history of supporting I/O adapters (also commonly referred to as
controllers, or simply /OAs) that also required a controlling I/O Processor (IOP) card. A single
IOP might support multiple IOAs. The IOP card originally had a faster processor technology
than its attached IOAs. Thus, microcode was placed in the IOP to deliver the fastest possible
performance expected by customers.

There are two important examples of the need for an IOP in System i environments: SNA and
tape support.

» SNA support:

There are a number of customers using SNA communications protocols, typically using
the underlying Synchronous Data Link Control (SDLC) protocol. The IBM i implementation
is to have IBM Systems Network Architecture (SNA) processes (and on remote WAN
lines, SDLC protocol) within the IOP. The IOAs were not powerful enough to provide this
and work in the I0OP off-loaded work that would consume CPU cycles building up data
transmission blocks and decoding incoming transmission blocks.

Newer IOAs have sufficient capacities, but with the SNA communications world no longer
expanding, re-implementing SAN processing for the newer IOAs is not cost justified.

However, where possible, customers with SNA-based networks will generally want to keep
the advantages available through the IOP-IOA relationship.

Alternatively, you can use the newer IOA communication adapters that do not work with an
IOP and use operating system-provided SNA Enterprise Extender support. However, in
that environment, you must ensure both ends of the conversation support SNA Enterprise
Extender protocols.

Enterprise Extender frames and protocols are masked within IP frames so the data is
freely routed across existing IP-based network. A lengthy discussion about Enterprise
Extender support is beyond the scope of this publication. It does provide some
advantages to SNA-based environments, but the key to its use is that both ends of the
conversation must support Enterprise Extender capabilities.

» Tape support:

Some of the older tape technologies are supported by IBM i only when the tape device is
attached to an I0OA with a supporting IOP.

For additional information on I0As and controlling IOPs that enable IBM i to support “SNA
direct” (not using Enterpriese Extender support) and specific tape device or tape library
support, refer to IBM Power 520 and Power 550 (POWERG6) System Builder, REDP-4412. For
tape support see the “Tape and optical storage attachment” chapter in REDP-4412.

Because the POWERG6 system units do not support IOPs, the IOP-IOA configuration must be
preserved within a supporting I/O enclosure attached to the system using a RIO-2 loop
adapter.

IOAs introduced over the last two to three years have very fast processors and do not require
a supporting IOP. Within the System i community these adapters are sometimes referred to
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as smart I0As or dual mode 10As because they can operate with or without an IOP. There are
also I0As that do not run with an IOP; these are sometimes referred to as an IOP-less 10As.

AIX or Linux client partitions hosted by an IBM i partition are not aware of any unique IBM i
I/O hardware requirements.

For new system orders IOP-less IOAs are what AlX or Linux users consider as the standard
I/O environment. New orders for AIX, IBM i, and Linux operating systems should specify the
smart or IOP-less IOAs.

As discussed previously, using SNA and older tape device support, System i customers who
move to the POWERS6 models need to determine how to handle any existing IOP-IOA
configurations they may have. Older technology IOAs and IOPs must be replaced or 1/0
enclosures supporting IOPs must be used.

Later in this publication we discuss the PCI technologies that can be placed within the
processor enclosure. For complete PCI card placement guidance in a POWER6
configuration, including the system unit and I/O enclosures attached to loops, we refer you to
the following documents available at the IBM Systems Hardware Information Center under
the Power Systems category at:

http://publib.boulder.ibm.com/infocenter/systems/scope/hw/index.jsp

» For PCI placement information associated with the April 2008 POWERG6-based IBM Power
520 9407-M15, 9408-M25, and 9409-M50 model configurations, refer to Power Systems
PCI Adapter Placement Guide for Machine Type 940x, SA76-0096.

» For PCI placement information associated with the April 2008 POWERG6-based IBM Power
570 and 595 model configurations, refer to Power Systems PCI Adapter Placement Guide
for Machine Type 820x and 91xx, SA76-0090.

In recent years System i customers have used a different PCI placement publication,
commonly referred to as the System i PCI card placement rules publication. The most recent
PCI card placement System i publication is PCI, PCI-X, PCI-X DDR, and PCle Placement
Rules for IBM System i Models, REDP-4011. Though updated April 2008, this publication
does not cover the 2008 POWER®6-based I/O card placement details. There are no plans to
update this System i publication. For POWERG6 placement information you should use
SA76-0096 or SA76-0090.

1.3.5 1/0 enclosures attachment using 12x or RIO-2 I/O loop adapters

As discussed at the beginning of 1.3, “Minimum and optional system unit features” on

page 10, the system unit has five PCl-based 1/0 expansion slots. There are two PCle 8x
short-length slots, one PCle 8x full-length slot, and two PCI-X DDR long slots. The PCle short
slot 1 is shared with the first GX+ slot. A second GX+ slot is available on a 4-core
configuration.

Chapter 2, “Architecture and technical overview” on page 57, discusses the hardware
features that can be plugged into the PCle and PCI-X DDR slots, as well as features that can
be plugged into I/0 enclosures supported on either a RIO-2 or 12x I/O loop through an
adapter plugged into GX+ slot.

If more PCI slots are needed than can be contained by the system unit, optional GX adapters
(not supported on 1-core configurations) can be installed, allowing up to two I/O loops with up
to four or six 1/0 enclosures per loop to be ordered and configured. By the term /O
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enclosures we include the following I/O hardware containers associated with a specific
orderable feature:

» |/O drawers
» 1/O expansion units
» 1/O towers

Existing System i and System p model configurations have a set of I/O enclosures that have
been supported on RIO-2 (HSL-2) loops for a number of years. Most continue to be
supported on POWER6 models. This section highlights the newer I/O enclosures that are
supported by the POWER6 models that are actively marketed on new orders. Chapter 2,
“Architecture and technical overview” on page 57 provides more information on all supported
I/O hardware.

Table 1-9 lists the available GX+ adapter types and their feature numbers.

Table 1-9 GX adapters

Feature code | Description OS support: AIX, Linux, IBM i
5609 GX Dual-port 12x (DDR) channel attach adapter | A, L, i
5614 Dual port RIO-2 I/0O hub AL i
5616 GX dual-port 12x (SDR) channel attach adapter | A, L, i

These GX adapters are not supported on the 9407-M15 or the 1-core 8203-E4A.

The IBM i and AIX operating systems each support a defined set of I/O enclosures and 1/0
adapters on the loop connected to the GX adapter. The enclosures supported are unique
based upon RIO-2 or 12x loop technology and the operating system.

Each 1/0 enclosure supports a specific GX+ adapter technology listed in Table 1-9.

1.4 External disk subsystems
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The IBM Power 550 (MTM 8204-E8A) has internal hot-swappable drives. When the AIX
operating system is installed in a 8204-E8A server, the internal disks are usually used for the
AIX rootvg volume group and paging space. Specific client requirements can be satisfied with
the several external disk possibilities that the 8204-E8A supports.

For IBM i support of external disk subsystems, see Figure 1-6 on page 19.
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IBM i — directly supported IBM i - indire\t;tllgssupported via
POWERS5 POWER®6 POWERS5 POWER®6
DS8000 y'! Y N Y
DS6000 Y! Y? N N
DS5000 N N N Y
DS4000 N N N Y
DS3000 N N N Y
N Series Y (NFS only) Y (NFS only) N N
SvC N N N Y
X1V N N N N
1. Without IOP for IBM 1 6.1 excluding load source
2. Without IOP for IBM 6.1

Figure 1-6 IBM i External Storage compatibility

The following sections address AlX and Linux support in this area.

1.4.1 IBM System Storage N3000, N5000, N6000, N7000, and N Series Gateway

The IBM System Storage™ N3000, N5000, N6000, and N7000 line of iSCSI-enabled storage
offerings provide a flexible way to implement a Storage Area Network over an Ethernet
network. Flexible Fibre Channel and SATA disk drive capabilities allow for deployment in
multiple solution environments, including data retention, nearline storage, disk-to-disk backup
scenarios, and high performance mission-critical I/O intensive operations.

The newest member of the IBM System Storage N series family is the N Series Gateway. The
IBM System Storage N series Gateway product line is a network-based unified storage
solution designed to provide Internet Protocol (IP) and Fibre Channel (FC) protocol access to
SAN-attached heterogeneous storage arrays. The N6000 and N7000 series ordered with a
Gateway feature code can help you make the most of the dynamic provisioning capabilities of
Data ONTAP® software across your existing Fibre Channel SAN infrastructure to support an
expanded set of business applications.

http://www.ibm.com/servers/storage/nas

1.4.2 IBM TotalStorage Storage DS3000 Series

The DS3000 product line is the entry level of the DS storage family. Designed to deliver
advanced functionality at a breakthrough price, these systems provide an exceptional solution
for workgroup storage applications such as e-mail, file, print and Web servers, as well as
collaborative databases and remote boot for diskless servers.

The IBM TotalStorage® DS3000 Storage server family consists of the following models:

» DS3200
» DS3300
» DS3400
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The IBM System Storage DS3200 Express is an external storage enclosure specifically
designed for the SMB. The DS3200 addresses the top concerns of these businesses
managing increasing demand for capacity, data availability, and functionality. DS3200 scales
up to 21.6 TB (using 3 EXP3000s and 48 450 GB SAS disks) and 48.0 TB (using 3
EXP3000s and 48 1.0 TB SATA disks).

The IBM System Storage DS3300 Express is an external storage system specifically
designed for a range of organizations’ data requirements. With iSCSI protocol,
next-generation SAS back-end technology, and SAS and SATA drive intermix support, the
DS3300 Express storage system provides businesses with robust, reliable, and cost-effective
networked storage. It is expandable by attaching up to three EXP3000s for a total of 21.6 TB
of storage capacity with 450 GB SAS or up to 48.0 TB with 1.0 TB SATA.

The IBM System Storage DS3400 Express is an FC host-based external storage system
specifically designed for a wide range of organizations. With FC interface technology,
next-generation SAS back-end technology, SAS and SATA drive intermix support, and
DS3000 Storage Manager software, the DS3400 storage system provides businesses with
robust, reliable, cost-effective FC networked storage. The enclosure addresses the top
concerns of businesses managing increasing demand for capacity, data availability, and
consolidated management. The DS3400 is expandable by attaching up to three EXP3000s
for a total of 21.6 TB of storage capacity with 450 GB SAS or up to 48.0 TB with 1.0 TB SATA.

IBM i attachment is supported with the DS3400 only via IBM Virtual I/O Server (VIOS).

For support of additional features and for further information about the IBM TotalStorage
DS3000 Storage Server family, refer to the following Web site:

http://www.ibm.com/servers/storage/disk/ds3000/index.html

1.4.3 IBM TotalStorage Storage DS4000 Series
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IBM System Storage and System Storage DS4000® series are disk storage products using
redundant array of independent disks (RAID) that contain the Fibre Channel (FC) interface to
connect both the host systems and the disk drive enclosures. The DS4000 series of disk
storage systems is an IBM solution for mid-range/departmental storage requirements. The
products in the IBM System Storage DS4000 series family are described in the following
paragraphs.

The DS4700 Express offers high performance 4 Gbps-capable Fibre Channel connections,
up to 33.6 TB of Fibre Channel physical storage capacity, 112 TB of SATA physical storage
capacity, and powerful system management, data management, and data protection features.
The DS4700 Express is designed to expand from workgroup to enterprise-wide capability
with up to six Fibre Channel expansion units with the DS4000 EXP810 Expansion Unit.

The IBM System Storage DS4800 disk storage system supports a high-performance 4 Gbps
Fibre Channel interface. Increased host connectivity delivers the necessary bandwidth for
high throughput applications. Designed for data-intensive applications that demand increased
connectivity, eight 4 Gbps host channels can help provide up to 1724 MBps of sustained
bandwidth, allowing for high throughput applications through eight channels directly attached
to the host servers or connected to a Fibre Channel storage area network (SAN). The
DS4800 can support up to 224 FC drives using EXP810, EXP710 or EXP100 Expansion
Units. Four models are available: the 80A and 82A with 4 GB of cache, the 84A with 8 GB of
cache, and the 88A with 16 GB of cache. All models support over 67.2 TB of FC physical
storage capacity and 168 TB of Serial ATA (SATA).
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IBM i attachment is supported with the DS4700 and DS4800 only via IBM Virtual I1/O Server
(VIOS).

For support of additional features and for further information about the IBM TotalStorage
DS4000 Storage Server family, refer to the following Web site:

http://www.ibm.com/servers/storage/disk/ds4000/index.html

1.4.4 IBM TotalStorage Storage DS5000 Series

The IBM System Storage DS5000 series storage system is designed to meet today’s and
tomorrow’s demanding open-systems requirements while establishing a new standard for life
cycle longevity. With its relentless performance and superior reliability and availability, the
DS5000 series storage system can support the most demanding service level agreements
(SLAs). And when requirements change, the DS5000 series can add or replace host
interfaces, grow capacity, add cache, and be reconfigured on the fly—ensuring that it will keep
pace with your growing company.

The IBM TotalStorage DS5000 Storage server family consists of the following models:

» DS5100
» DS5300

The DS5100 is the less featured of the two models and is targeted at high-end DS4000
customers. It has sixteen 4 Gbps FC drive interfaces and can hold a maximum of sixteen
EXP5000 expansion units or a mix of DS5000 and EXP810 units for migration purposes, for a
total of up to 256 disk drives. The DS5100 has a total of four 4 Gbps FC host ports on each of
its two controllers and 8 GB of cache memory.

The DS5300 server has greater scalability than the DS5100. It has sixteen 4 Gbps FC drive
interfaces and can hold a maximum of sixteen EXP5000 expansion units or a mix of EXP5000
and EXP810 units for migration purposes, for a total of up to 256 disk drives. It is designed to
deliver data throughput of up to 400 MBps per drive port. The DS5300 has either four or eight
4 Gbps FC host ports on each controller and 8 or 16 GB of cache memory.

For support of additional features and for further information about the IBM TotalStorage
DS5000 Storage Server family, refer to the following Web site:

http://www.ibm.com/servers/storage/disk/ds5000/index.htm]

1.4.5 IBM TotalStorage Enterprise Storage Server

The IBM TotalStorage Enterprise Storage Server® (ESS) Models DS6000™ and DS8000®
are the high end premier storage solution for use in storage area networks and use POWER
technology-based design to provide fast and efficient serving of data. DS6800 is designed to
provide medium and large businesses with a low-cost, enterprise-class storage solution to
help simplify data management and to provide comprehensive data protection and recovery
capabilities and easy scalability for both mainframe and open system storage needs. It scales
to 67.2 TB of physical storage capacity by adding storage expansion enclosures. The DS8000
series is the flagship of the IBM TotalStorage DS family. The DS8000 scales to 192 TB.
However, the system architecture is designed to scale to over one petabyte. The DS6000 and
DS8000 systems can also be used to provide disk space for booting LPARSs or partitions
using Micro-Partitioning technology. ESS and the IBM System p5® servers are usually
connected together to a storage area network.

IBM i attachment is supported with the DS6800 and DS8000 directly and via IBM Virtual 1/0
Server (VIOS).
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For further information about ESS, refer to the following Web site:

http://www.ibm.com/servers/storage/disk/enterprise/ds_family.html

1.4.6 IBM System Storage SAN Volume Controller (SVC)

The IBM System Storage SAN Volume Controller (SVC) is a storage virtualization system that
enables a single point of control for storage resources to help support improved business
application availability and greater resource utilization. The objective is to manage storage
resources in your IT infrastructure and to make sure they are used to the advantage of your
business—and do it quickly, efficiently, in real time, while avoiding administrative cost.

SAN Volume Controller combines hardware and software into an integrated, modular solution
that is highly scalable. An entry level SAN Volume Controller configuration contains a single
I/0 Group, can scale out to support four I/O Groups, and can scale up to support 1024 host
servers and up to 8192 virtual disks. This configuration flexibility means that SAN Volume
Controller configurations can start small with an attractive price to suit smaller environments
or pilot projects and then can grow with your business to manage very large storage
environments (up to eight petabytes).

IBM i attachment is supported with the SVC via IBM Virtual I/O Server (VIOS) only.

http://www-03.1ibm.com/systems/storage/software/virtualization/svc/

1.4.7 IBM XIV Storage System
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The IBM XIV® Storage System is a next-generation high-end open disk storage system. The
XIV Storage System is an innovative, enterprise disk system based on a grid of standard,
off-the-shelf hardware components. The IBM XIV system employs a storage architecture
designed to provide the highest levels of performance, reliability, and functionality, combined
with unprecedented ease of management and exceptionally low TCO.

The following list is a summary of important features offered by the IBM XIV Storage System:

» A revolutionary high end disk storage architecture designed to eliminate the complexity of
administration and management of tiered storage and information life cycle management.

» Near-instantaneous and highly space-efficient snapshots provide point-in-time copies of
data, which consume storage capacity only per changes while maintaining high
performance.

» System virtualization that greatly simplifies IT operations and optimizes performance
through automatic distribution of data across system resources, avoiding hot spots without
manual tuning.

» High reliability achieved through unique self-healing functionality, which can enable the
system to rebuild a 1 TB disk drive within 30 minutes or less, with almost no performance
impact.

» Optimized, consistent performance derived from the system’s massive parallelism, disk
utilization, and unique caching algorithms.

» Intuitive user interface and system virtualization greatly simplify storage configuration and
management.

» Built-in thin provisioning that can help reduce direct and indirect costs by allowing users to
install capacity only for data actually written, and gradually grow it over time with minimal
management effort.
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» Greener power usage enabled through the use of large capacity SATA drives and
optimized use of disk capacity, resulting in outstanding power consumption efficiency per
TB, without compromising performance.

Customer-centric, low point of entry (27 TB usable) with incremental scaling (in 6 TB
increments) to full rack capacity (79 TB usable), enabling organizations to start small based
on current needs and flexibly add capacity while in production and with no need to
reconfigure.

1.5 Hardware Management Console models

A Hardware Management Console (HMC) is supported but not required in some
configurations of the Power 520 system. It is recommended to provide a set of functions to
manage the system, including Logical Partitioning, inventory and microcode management,
and remote power control functions. This is the default configuration for servers supporting
logical partitions with dedicated or virtual I/O. Connection of an HMC disables the two
integrated system ports.

For non-HMC systems, there are the following two service strategies:

» Full system partition: A single partition owns all the server resources and only one
operating system can be installed. A console option other than the HMC must be specified
on new orders. 8203-E4A, 9407-M15, 9408-M25 have different console options,
depending upon whether AIX or IBM i is specified as the primary operating system and
customer choice.

» Partitioned system: In this configuration, the system can have more than one partition and
can be running more than one operating system. In this environment, partitions are
managed by the Integrated Virtualization Manager (IVM), which provides some of the
functions provided by the HMC. A console must be specified on new orders.

Table 1-10 lists the HMC models available for POWERG-based systems at the time of writing.
They are preloaded with the required Licensed Machine Code Version 7 (#0962) to support
POWERS®6 systems, in addition to POWER5 and POWERS5+ systems.

Existing HMC models 7310 can be upgraded to Licensed Machine Code Version 7 to support
environments that can include POWERS5, POWER5+, and POWERSG processor-based
servers. Version 7 is not available for the 7315 HMCs. Licensed Machine Code Version 6
(#0961) is not available for 7042 HMCs, and Licensed Machine Code Version 7 (#0962) is not
available on new 7310 HMC orders.

Table 1-10 POWER6 HMC models available

Type-model Description
7042-C07 IBM 7042 Model C07 desktop Hardware Management Console
7042-CR4 IBM 7042 Model CR4 rack-mount Hardware Management Console

Note: HMC level 7.3 or later is required. IVM and HMC are two separate management
systems and cannot be used at the same time. IVM targets ease of use, while HMC targets
flexibility and scalability. The internal design is so different that you should never connect
an HMC to a working IVM system. If you want to migrate an environment from IVM to HMC,
you have to rebuild the configuration setup manually.
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1.6 Build-to-order

You can perform a build-to-order or a la carte configuration using the IBM configurator where
you specify each configuration feature that you want on the system. You build on top of the
base required features, such as the embedded Integrated Virtual Ethernet 2-port or 4-port
adapter.

IBM recommends that you start with one of several available “starting configurations,” such as
the Express Product Offering or Solution Editions. These solutions are available at initial
system order time with a starting configuration that is ready to run as is.

1.7 IBM Power Systems Express Editions for AIX/ Linux
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The Express Product Offering is available only as an initial order. Express ordering enables
easier initial ordering and provides a total configuration at a lower price than if you ordered
the same configuration a la carte. You can configure additional hardware features, but going
below the initial configuration eliminates any price advantage.

If you order an IBM Power 520 (MTM 8203-E4A) server with a 1-, 2-, or 4-core POWER6
4.2 GHz Express Product Offering or a 2- or 4-core POWERG6+ 4.7 GHz Express Product
Offering as defined here, you might qualify for a processor activation at no additional charge.
The number of processors, total memory, quantity and size of disk, and presence of a media
device are the only features that determine if a customer is entitled to a processor activation
at no additional charge.

When you purchase an Express Product Offering, you are entitled to a lower priced AlX or
Linux operating system license, or you can choose to purchase the system with no operating
system. The lower priced AIX or Linux operating system is processed using a feature code on
AlX and either Red Hat® or SUSE® Linux. You can choose either the lower priced AlX or
Linux subscription, but not both. If you choose AlX for your lower priced operating system,
you can also order Linux but will purchase your Linux subscription at full price versus the
reduced price. The converse is true if you choose a Linux subscription as your lower priced
operating system. Systems with a lower priced AIX offering are referred to as the IBM Power
Systems Express, ALX edition and systems with a lower priced Linux operating system are
referred to as the IBM Power Systems Express, OpenPower® editions. In the case of Linux,
only the first subscription purchased is lower priced. So, for example, additional licenses
purchased for Red Hat to run in multiple partitions will be at full price.

You can make changes to the standard features as needed and still qualify for processor
entitlements at no additional charge, as well as a discounted AIX or Linux operating system
license. However, selection of total memory or DASD that are smaller than the totals defined
as the minimum requirements disqualifies the order as an Express Product Offering.

Processor activations are available only to Solution Delivery Integration (SDIs) as MES
orders.
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1.7.1 1-core 4.2 GHz offering

This section describes the features of the 1-core 4.2 GHz offering.

Deskside configuration

Table 1-11 lists the features and descriptions for the deskside 8203-E4A with only one

processor activated.

Table 1-11 8203-E4A deskside configuration (1-core 4.2 GHz) features and descriptions

Feature Description Qty
Code

1843 Operator Panel Cable, Deskside with 3.5 in. DASD Backplane 1
3647 146.8 GB 15 000 rpm SAS Disk Drive 2
4521 2048 MB (2 x 1024 MB) RDIMMSs, 667 MHz, 512 Mb DRAM 1
5623 Dual Port 1 Gb Integrated Virtual Ethernet Daughter Card 1
5633 1-core 4.2 GHz POWERG6 Processor Card, 4 Memory DIMM Slots 1
5676 Zero-priced Processor Activation for 5633 1
5743 SATA Slimline DVD-ROM Drive 1
BXXX Power Cord 2
7112 IBM Deskside Cover Set (With door) 1
7703 Power Supply, 950